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Abstract:
The major challenges facing navigation of an autonomous mobile robot and need to be addressed are stem
from, incomplete and uncertain knowledge of the environment, unpredictable aspects of real environment and
surroundings, sensor limitation and uncertainty of sensory information (range, resolution limits, noise and
occlusions), uncertainty in the effects of the robot own action (imperfect actuators), the need to respond
quickly to environment demand in which the robot has to operate at a pace dictated by the interaction with its
surrounding (limits on computation time due to restrictions imposed by the environment). These issues are
fundamental to autonomous systems that have to function effectively while navigating and interacting with
unknown, unstructured and dynamic environment. Several approaches have been developed to address this
important issue at various levels in mobile robot's control architectures. This paper discusses the main
approaches in the field of autonomous navigation. It focuses on the challenges, needs, fundamental issues
along with the requirements that enable a mobile robot to move autonomously, purposefully, reliably and
without human intervention through unstructured real world environments that have not specifically prepared
for them at design time.
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1. INTRODUCTION
Effective development of autonomous mobile robots has
been one of the major research efforts of many
universities and institutions due to their immediate
applicability in a variety of tasks such as space missions,
operations in hazardous environments, underwater,
demining, civil security, scientific exploration, factory
floors, disaster areas, and other services.  Research on
mobile robots focuses on the realisation of robotics
structures that are able to move autonomously,
purposefully, reliably and without human intervention
through unstructured real world environments that have
not specifically prepared for them at design time. Thus,
autonomous navigation capability in a real environment
represents the core functionality any mobile robot should
be endowed with. At the same time it poses a series of
problems that need to be addressed.

In general, robots used in manufacturing sector lack
autonomy and flexibility, in the sense that while they can
autonomously perform pre-specified tasks, they cannot
autonomously reason about the task and answer important
questions like: Which navigation task should be
performed? What actions should be selected and
performed to accomplish a given navigation task? How to
know whether the selected actions were successfully and
efficiently performed? While performing the selected
actions, do these actions accomplish the given navigation
task or do they need to be reconsidered and adjusted by
selecting new actions?
Even if the navigation task of a robot is determined a-
priori, the robot needs to be able to autonomously adapt
to its practical environment in order to perform this task
efficiently.



Autonomous mobile robots must interact with complex
environments that have not been engineered specifically
for them. Interactions with such environments are
extremely difficult to model because they are governed
by an enormous number of independent variables [2].
Robot’s flexibility is essential to achieve the target of a
given task successfully and efficiently. Therefore, it is
desirable to build systems that have facilities for
exploring sensory feedback to allow adaptive interaction
with the environment. Autonomy requires systems that
are not only capable of controlling their motion in
response to sensor inputs, but that are also capable to
react to unexpected events and accordingly change course
if necessary by efficiently deciding the next action to be
performed while considering multiple conflicting
objectives simultaneously. Moreover, it should be able to
overcome errors in perceptions and actions.
Real environments contain elements of variability that
limit the use of prior information. Objects such as
furniture may change in position, and shape; other objects
may move with unpredictable dynamic, and even
topological properties may change too. In addition,
information collected at run time by the sensors is
affected by the specifications and performance of the
sensors attached to the robot and by the inherent
difficulty of the perceptual interpretation process.
The ability for an autonomous mobile robot to navigate
intelligently in uncertain and dynamic environments
requires consideration of multiple issues.  The robot must
be able to operate under conditions of imprecision and
uncertainty and incomplete information about the
environment in a timely manner. Perceptually acquired
information is also typically noisy and incomplete.
Furthermore, the execution of control commands is not
completely reliable while the dynamics of real-world
environments is complex and unpredictable. To cope with
these difficulties, robot’s controller must be able to
respond to unforeseen events as soon as they are
perceived [3-5,10-12].
Several approaches have been developed to address this
important issue at various levels in mobile robot's control
architecture. This paper discusses the main approaches in
the field and focuses on the fundamental issues and the
requirements that enable a mobile robot to move
autonomously, purposefully, reliably and without human
intervention through unstructured real world
environments that have not specifically prepared for
them at design time.

2. ROBOT CONTROL
ARCHITECTURES

To construct flexible autonomous robot systems that can
perform reliably in unstructured environments different
architectures have been proposed and investigated. These
architectures range from symbolic artificial intelligence
planners to the increasingly popular behavior-based
approaches. These include planning based architectures,
that partition robot's functionality into perceive-plan-
control cycle; reactive control architecture that directly
maps perceptions of robot’s world into actions; and
hybrid control architectures, that combine a layered
organization with a behavior-based decomposition of the
execution layer.

2.1 Planning Control Systems
Most of the early work concerning navigation of mobile
robots uses internal geometrical representations of robot’s
environment to plan and perform navigational tasks.
Planers assume complete knowledge of the environment
and the robot’s sensing and actuating capabilities. Robot
systems have traditionally been built using “perceive-
plan-control” cycle [13-15]. In this cycle all the actions
needed are handled in a co-ordinated manner.
Deliberative planning is necessary for purposeful
behavior in response to run time goals. Planning based
robot control architecture would often create elaborate
models of the environment (knowledge) and reason about
how to accomplish their goals. The model of the
environment may either be acquired off-line or it may be
built on-line based on sensory information. In a
compromise, a coarse model may be provided a priori
and the model may then by elaborated on-line at the
location where interaction is requested. Through the use
of such models the robot control system may perform
planning of missions as a sequence of actions that enable
a robot to move from one place to the other. The general
approach was to sense the world, build a world model,
synthesise a plan and generate a sequence of actions with
respect to goals, and then execute the plans through
motor control system. These plans when executed
correctly, it will in principle ensure goal achievement.
The most powerful aspect of these systems is they lend
themselves to theoretical analysis and verification of
properties such as plan correctness, optimality, etc. But,
the limitations of this approach quickly became obvious
in which planning control systems have higher
probability for reaching unanticipated situations.
Planning based systems were often incapable of operating
outside of controlled environments. This is because, such
systems require an accurate world model to reason
properly about their plan and actions at the time it can not



perform reasonably in the face of uncertainty, i.e.,
environmental or sensory noise often made them
unreliable. This leads to a conclusion that the resolution
of any planning activity is limited by the resolution of the
knowledge available at the planning time. Therefore, as a
solution all robot’s decisions and actions must take place
at the time scale of its environment. Also, it is important
to note that no amount of domain knowledge will be
sufficient if a robot is expected to learn to cope with
novel situations not covered in its domain knowledge. To
make a robot generally “intelligent”, it should be
provided with general learning abilities.

2.2 Reactive Control Systems
In response to the limitations and problems associated
with the planning based approach, attempts were made to
abandon the planning approach and new efforts start to
focus on developing an intelligent autonomous robot
capable of interacting with a dynamic environment and
better meet the demand of real time performance [16-20].
Accordingly, reactive based robot control architecture
was introduced to demonstrate navigation capabilities
that are quicker and better than those of planning
systems.  As the name already suggests, reactive
controller responses to unexpected change (events) in
robot’s environment through coupling of perception and
action. Reactive architectures have shown improved
reliability when compared with classical sense-plan-act
architectures. Rather than attempting to model the world,
these systems had multiple task modules that react
directly to sensory information. Reactive control systems
use rules to combine sensor inputs with state information
to produce motor control outputs and state changes in a
common and successful approach. The basic idea
underlying reactive control systems is the idea of
behaviors. In contrast to the planning systems where the
control architecture was split into functional tasks (sense,
world model, plan, execute), reactive systems are built as
multiple independent tasks which operate in parallel.
Each behavior is responsible for a particular task. A
behavior processes its own sensory information and
issues its own motor commands. In order to co-ordinate
the final motor commands, each behavior can disable the
motor commands of the other behaviors that are in
conflict with itself.
A particular form of reactive control using a hierarchy of
rules is Brooks’s subsumption architecture [16]. In a
subsumption architecture, rules are assigned priority with
high priority rules capable of overriding low-priority
rules that would otherwise be enabled. This allows the
programmer to develop several levels of competence for
the robot. The lower priority rules associated with lower

levels of competence, define behaviors such as line
following, while the higher priority rules, associated with
higher levels of competence, define more complex
behaviors (more complex goal directed activities), such
as mapping or solution of subgoals.
Intelligent behavior is achieved through coordination of a
set of purposive perception-action units, called behaviors.
Based on carefully selected sensory information, each
behavior produces commands to control the robot with
respect to a well-defined (and usually narrow) aspect of
the overall task. However, it is not given how to select a
set of appropriate behaviors for a given task. This will be
denoted the problem of specification and design of
behaviors. Another major problem is to choose the most
appropriate action or to coordinate the behaviors to
produce a rational next action. This problem is denoted
the action selection problem.
This approach aimed at obtaining the desired action
without any use of plans. While plans are not represented
explicitly in such systems, they are in some sense
implicitly designed in to the system through the pre-
established interactions between behaviors. One of the
problems, which have received the most attention, is the
control in the “survival” layer. This is probably due to the
fact that it is manageable to build and demonstrate
methods at this layer while higher level layers require
much more information and they are correspondingly
much harder to demonstrate. In addition, this approach
has created new set of problems, such as co-ordinating
behaviors into complex system. This is because, reactive
systems consists of a number of distributed sensor-motor
processes, thus mechanism should be devised to deal with
scheduling, management, co-ordination of and
communication between these modules so that coherent
behavior can be achieved. Also, such systems are not able
to learn and adapt their behaviors to become skilful in
their action.
With behavior based control, much effort should be made
to solve aspects like [6], formulation of behaviors, and
the efficient consideration of conflicts and competitions
among multiple behaviors.
While this approach allows generation of timely
responses to runtime contingencies no formal guarantees
can be made about goal achievement or global optimality
of actions. In addition, formal analysis is sacrificed since
this approach does not synthesis plans ahead of time.
Finally, there is ongoing debate regarding the complexity
of behavior that can be achieved using solely reactive
actions

3.3 Hybrid Control Systems



Hybrid method is the hierarchical approach to the
navigation problem. According to this approach the task
is solved at different levels of abstraction, in effect
creating several subtasks at the different levels. The
logical architecture of most hybrid systems is layered
according to decreasing levels of deliberation from top to
bottom. The level of abstraction also decreases from top
to bottom with highly level planning components
operating on symbolic description and the low-level
reactive behaviors operating at the signal level.
Due to the limitations associated with planning and
reactive approaches, researchers have new focus by
exploiting the benefits of each approach and develop
hybrid architecture that integrate the planning and the
reactive components to complement the shortcomings of
each other. While behavior based systems are adaptive to
unknown and dynamic environments they cannot
guarantee efficient goal achievement. Also, their ability
to demonstrate more sophisticated behaviors seemed
limited. Planning systems on the other hand can generate
efficient plans while they lack the ability to efficiently
handle changes in the environment and system
complexity. Also, the robot should be able to accept new
tasks and information about the environment at any time.
Deliberative planning and reactive control are equally
important for mobile robot navigation, each complement
the other and compensates for the other’s deficiencies.
Thus, by the integration of planning systems and
behavior-based systems researchers hope to construct
systems which are both adaptive to changes in the
environment and ensure efficient goal achievement. In
order to achieve this synergetic effect of integrating
planning with reactive behavior-based systems it is
required to deal with a number of problems. Planning
systems usually use abstract symbolic representation of
physical objects whereas behavior-based systems usually
operate on raw sensory information with limited
processing. How to close the gap between planning and
behavior-based system components is thus an important
issue, which has received a considerable amount of
attention in the literature [4, 21-25]. Some of the work in
hybrid systems deals with integrating planning and
reactive behavior-based system components. Others, do
not exactly integrate the two components, rather they
devise new approaches which combine the best of the
planning and the behavior-based schools. Another
direction considers one of the presented approaches,
either planning or reactive, and try to push its limits
towards the other. The problems of action selection and
uncertainty handling are the main focus of this work.

3. THE CHALLENGES AND THE NEED
FOR SOLUTION

While the use hybrid architectures is gaining increasing
consensus as new control paradigm that supports
autonomous navigation, a number of technological gaps
remain. Among these, the following can be emphasized:

• How to design simple behaviors that guarantee
robust operation in spite of the limited knowledge
available at design time; e.g., designing an obstacle
avoidance behavior that is effective in face of
unknown obstacle configurations.

• How to coordinate the activity of several, possibly
competing behaviors in order to perform a complex
task; e.g., coordinating goal-achieving and obstacle
avoidance behaviors to reach a target position while
avoiding unforeseen obstacles.

• How to ensure coherence between representations
used at different layers; e.g., registering perceptual
information with map information. In general an
autonomous navigation requires a number of
heterogeneous capabilities, including the ability to,

• Execute elementary goal-achieving actions. This has
to be done by favoring actions that contribute to one
or several goals.

• Provide fast and timely response concerning real
time and unexpected events, like the sudden
appearance of an obstacle;

• Build, use and maintain a map of the environment;
determine robot's position with respect to this map;

• Form plans that look ahead to pursue specific goals
or to avoid undesired situations;

• Adapt to change in the environment.

The main challenges facing robotics rise from the
following issues [25]:
• Incomplete knowledge of the environment. The robot

usually cannot assume complete and consistent
environmental knowledge, which is necessary to plan
detailed courses of actions ahead of time. Often
planning and execution should be interleaved.

• Unpredictable environment and surroundings. In real
world and especially dynamic environments, the
robot is for most part unable to predict how events
will unfold in the future. Thus again rendering it
infeasible to plan ahead of time. To perceive changes
in the environment, the robot has to sense repeatedly
and often.  (having sensing modules that work
autonomously).



• Imperfect sensors. Sensors are inaccurate, noisy,
faulty and with limited field of view, thus “what the
sensor see might not what is”, which means that
decisions might be based on wrong information.

• Imperfect actuators. A robot cannot assume correct
and perfect execution of its actions due to actuators
imperfections and uncertainties in the environment.
Thus, even if the robot had complete knowledge so
that it could plan ahead of time, due to the
imperfection of actuators etc. it would have to do
some re-planning in order to take correction action.

• Limited time. The time available to decide what to
do is limited, because the robot has to operate at a
pace dictated by its surroundings.

There are several ways to reduce the impact these
problems, such as, utilizing better and more sophisticated
technologies. But, using better equipment comes at
significant increase in cost. Therefore, there is a need to
consider the current resources at hand to face the
problems outlined above and devise systems and
techniques that can cope with and handle them.
Planning and reactivity are not mutually exclusive
characteristics of robot’s control architecture. But, they
serve complementary purposes while they are
implemented in different ways. Hybrid control
architecture rise the hope that by having a synergetic
integration between the two approaches will enable the
robot to deal efficiently with dynamic environments.
Interaction between the components of planning system
and that of reactive system is an important architecture
issue and should be done asynchronously. This allows the
fast reactive components to react in real-time whereas the
slow planning components can run at slower paste
without affecting the system fast response to run time
contingencies.

To develop persistent robots that can achieve complex
tasks in dynamic and uncertain environments. A robot of
this type requires a number of capabilities,
1. The robot must be taskable in that it can accept

requests for, or specification of, activities and to
integrate these tasks into its goal structure at run
time.

2. The robot must be able to synthesis new plans at run
time as necessary in order to achieve its goals.
Planning is one of the most important capabilities of
an intelligent robot to have. The ability to plan is
closely linked to the robot’s representation of its
environment. It is also necessary to modify or
completely rebuild plans in response to changes in
the environment.

3. The dynamic nature of the environment necessitates
that robot be able to deal with unexpected change.
Thus, robots must be able to react to unanticipated
events by taking appropriate actions in a timely
manner, while continuing activities that support
current goal.

4. Unpredicted environment may lead to failure of the
generated plans for individual tasks. Hence, robots
must be robust by having the ability to recover from
failures by adapting their activities to the new
situation. Such ability may include the ability to
modify the plan while continuing its execution is
critical in domains where it is infeasible to halt all
execution activities while re-planning.

5. The robot should have the ability to modify its
behavior based on experience, i.e., to capability to
learn.

6. The robot should have a form of focusing mechanism
that enable it to determine what sort of information it
needs to use in solving a problem out of the
overwhelming amount of information available from
the real world.

7. The robot control architecture should be enhanced
with impasse-driven processing, i.e., when a robot is
unable to generate a response at a certain situation
due to lack of knowledge, the impasse-driven
function registers this need as a subgoal to be
resolved and try to find the relevant knowledge.

8. The robot should be able to perform all of the above
operations even in the face of uncertainty about the
environmental (world) state.

4. ISSUES OF CONSIDERATION
The design of robot’s control architecture is greatly
influenced by the capabilities, properties that should be
included, and the types of environments should be
anticipated.
In addition to the requirements stated in section 3, There
is a need to focus on specific issues that are of concern to
autonomous navigation in dynamic environments.

4.1 Formulating Action Selection Mechanism
Autonomous systems must be able to plan their actions in
a flexible way to make good use of their resources. In
reactive systems, the control of a robot is shared between
multiple behaviors with different objectives. Each
behavior is responsible for controlling the robot to
achieve or maintain a particular objective such as
following a target or avoiding obstacles. The objective of
one behavior might be in conflict with the objectives of



others. In most cases when deciding which next action to
take, multiple conflicting objectives should therefore be
considered simultaneously. This is known as the action
selection problem. The problem of run-time choice
between multiple parallel, competing, conflicting and
overlapped goals, that must respond to unpredictable and
passing opportunities in the world where the robot is
moving. This will tell how does a mobile robot decide
which goals to pursue at a given moment, when to
interrupt, and when to opportunistically divert, in
response to events within its environment. Thus a major
issue in the design of systems for control of autonomous
mobile robots is the formulation of effective mechanisms
for coordination of the behaviors activities into strategies
for rational and coherent behavior. However, due to
several constraints such as environmental complexity and
unpredictability and due to robot’s limited resources,
action selection cannot be completely rational or optimal.
Thus, it is appropriate to consider selecting good enough
actions that satisfy the objectives.
Numerous action selection mechanisms can be found in
the literature [27]. Among the available mechanisms two
groups can be classified; state based (arbitration) and
continuous (command fusion). The first are applied when
a relevant subset of robot’s behavior needs to be activated
in a given state. The later group is used to coordinate
activities of the set of behaviors that are active
simultaneously. In most systems the use of both
mechanisms is necessary because they are not
competitive but complementary.
Two possible cases can be considered for the action
selection. The first case covers behaviors with common
objectives, i.e., homogeneous, those agree on what action
or set of actions needs to be selected.  The second case
covers behaviors that have distinct objectives, i.e.,
heterogeneous behaviors. Homogeneous behaviors imply
redundancy, and redundancy can be exploited to improve
the reliability of the system and to enable uncertainty
handling. Action selection for heterogeneous behaviors is
more complicated due to the possible conflict between
the objectives of the behaviors. Thus, there is a need to
find out a suitable approach for selecting a proper
behavior that is the best to satisfy the situation.

4.2 Representation of Knowledge and the Use of
Map/Model

Robot navigation in large-scale environment requires an
adequate representation of the working space. This
representation should be abstract enough to facilitate
higher level reasoning tasks like strategic planning or
situation assessment, and still be detailed enough to allow
the robot perform lower levels tasks like trajectory
generation of self-localisation.

In the field of mobile robotics there have been various
approaches to mapping of the environment. Some
systems use a geometric representation, whilst others take
the topological approach, whereby the environment is
modeled as a graph containing nodes representing distinct
locations, and pathways between locations are denoted by
arcs. However, most methods assume static
environments, which can be problem in real world
application where some allowance must be made for
change within the robot’s environment [28].
An autonomous mobile robot has a fundamental task of
exploring its environment, learning its structure, building
a proper representation of the world, having efficient
tools to abstract, search, modify and manipulate that
representation
A common belief in the robotics field is that robots need
to represent and reason about information at different
levels of abstraction at the same time [4,5]. There are
several reasons for this. First: different tasks call for
different types of representation. For example, global
navigation strategies are more easily planned using a
topological map, where we can decide the sequence of
rooms and corridors to be traversed; but fine motion
control needs geometric information to precisely control
navigation among features and obstacles. Second:
geometric information is difficult to collect and expensive
to handle, and we cannot pay the price to maintain a
detailed geometric representation of the entire
environment where the robot can operate. The final
reason is ontological adequacy: fine grained information
is difficult to obtain a priori and is likely to change with
time; coarse maps are easier to estimate and more prone
to remain valid over time.
Symbolic world models are required by the control
architectures that attempt to understand their environment
and predict the effects of their actions. Symbolic models
typically take the form of global databases that maintain a
list of objects, their properties and locations.

4.3 Learning
One of the fundamental capabilities of an intelligent robot
to posse is the ability to modify its behavior based on
experience, to learn. This means, any architecture
attempts to behave intelligently should have some
learning component. The nature of learning by control
architecture varies widely. Learning is widely accepted as
useful and necessary. The question of what to learn is
much more open to debate. Learning can increase the
range of problems that can be accomplished as well as
increase the efficiency in which a robot is able to perform
tasks. But, indiscriminant learning will harm the



efficiency of the robot if the learned knowledge is of low
usefulness relative to the cost The robot is said to have
deliberative learning capability if it is done based on cost
evaluation and a learning decision has to be made
accordingly. Also, the robot may have reflexive learning
capability. This type of learning is done automatically,
i.e., the robot does not consider the possible cost of
learning a particular piece of knowledge.  Humans in
general, cannot help but learn from their experiences, and
we certainly are not able to explicitly unlearn something
if we decide that it is not worth retaining.
Learning and planning generally work together to a large
extent, with planning generating opportunities for
learning and learning helping to generate more efficient
plans. An important point for planning from experience is
the ability to represent the world in symbolic form.
Different types of learning has been observed and
identified. Some of these learning types are, learning by
abstraction, learning by instruction, learning by analogy,
learning by experimentation, and case based learning.

4.4 Dealing with Uncertainty
The designers of highly specialized behaviors exploit
very specific knowledge about the task and the
environment to come up with efficient and economic
implementations. Such specialized modules or behaviors
operate reliably as long as their assumptions are valid. If
they are placed in environments in which they are not
programmed to handle, they may fail completely due to
invalidation of their assumptions. Thus the performance
of behaviors highly depends on various assumptions,
imposed by the sensors and algorithms used by the
behaviors. In order to perform reliably in face of
uncertainties other sources of information are usually
used. Thus an important issue is to figure out how to
combine the evidence provided by multiple sources of
information in a way that would allow system
components to cope with uncertainties.
An intelligent robot has to be able to reason and make
decisions on the basis of less than perfect information
about its environment. A robot may be uncertain about its
exact location, its future location after performing some
action, which objects are (or will be) in its proximity, etc.
Uncertainty plays an important role in robot navigation at
many levels, such as sensor interpretation, sensor fusion,
map making, path planning, self-localization, and control.
Dealing with uncertainty also constitutes the focus of a
large research effort in artificial intelligence, which has
led to the development of a number of new theories and
new techniques. These techniques use probabilistic
representations or fuzzy set theory to model uncertainty
in sensor information and the outcome of actions taken by

the robot. Example of these techniques includes
occupancy grids, and intelligent sensor fusion. Recent
successes of mobile robots in practical areas showed that
these techniques have reached a level of robustness,
which allows robots to operate even in crowded
environments.
There are two sources of problems in getting a reliable
model of the robot and its environment. The first one is
the environment. Knowledge of the environments is
necessarily incomplete, uncertain, and approximate: maps
typically omit some details and temporary features,
spatial relations between objects may have changed since
the map was built, and the metric information may be
imprecise and inaccurate. Moreover, the environment
dynamics is typically complex and unpredictable: objects
can move, other agents can modify the environment, and
relatively stable features may change slowly with time.
The second problem is that the interaction between the
robot and the environment may be difficult to model. In
addition, the results of robot’s actions are influenced by a
number of environmental conditions that are hard to be
accounted for and may lead to imprecise data; and errors
in the measurement interpretation process may lead to
incorrect beliefs.
To obtain accurate and reliable information from its
sensors, the robot should fuse sensor data from multiple
redundant sensors preferably from several different
positions. We can thus directly conclude that Sensor Data
Fusion is an essential prerequisite to robot autonomy.

5. CONCLUSIONS
The main approaches of robot control architecture have
been presented with focus on the challenges, needs,
fundamental issues and the requirements that enable a
mobile robot to navigate autonomously, purposefully,
reliably through unstructured real world environments.
Autonomous navigation represents a fundamental
milestone towards intelligently behaving mobile robots.
The paper show that deliberative planning and reactive
control are equally important for mobile robot navigation,
each complement the other and compensates for the
other’s deficiencies, and there is a need for synergetic
integration between them with focus on issues that need
to be included within such synergy.
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