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This work investigates the possibility of using audible
broadband acoustic signals for the navigation of autono-
mous mobile robots in unprepared, unknown, silent, static,
indoor environments. To this day, audible sound signals are
not used for the navigation of autonomous mobile robots.
Nonetheless, they are the second best information source
for the blind (next to tactile signals) for navigating through
indoor environments. Descriptive psychological experi-
ments show that humans have astounding abilities in differ-
entiating their relative position to walls and sensing the
existence of even small objects like metal discs not bigger
than a plate, solely based on acoustic information.

As there exists no theory on the practical limits of discrim-
inating spaces based on acoustics, an experimental setup is
investigated that enables conclusions about the applicabil-
ity of acoustics for navigation purposes. A first, straight
forward approach to a representation and metric for the
acoustics of the surrounding is described and tested within
the experimental setup.
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1. Introduction

 

When a blind person wants to explore an unknown room in
detail, the sense of touch is his first choice as an informa-
tion source. By using hands and feet or a stick, blind people
often get a good idea of geometry and furnishings of a
room, enabling them to solve everyday navigation tasks. In
autonomous mobile robotics, this level of exploration is
typically done by using distance measurements based on
ultrasonic sensors, laser range finders, or vision.

In mobile robotics, 

 

large scale navigation

 

 dealing with sev-
eral rooms, hallways and so forth, is mostly based on some
map built up using the detailed distance measurements
described above. However, depending on the task to be
accomplished, the blind often choose not to rely on this
information source for large scale navigation, but to use

 

acoustics

 

, thereby taking a different view on the surround-
ing. This view can be described as less based on 3-dimen-
sional distances, but more based on topological auditory
features of the present position in space.

The idea of this article is to suggest the usage of acoustics
as a complementary information source for large scale nav-
igation in mobile robotics. More precisely:

 

The hypothesis of this work is that broadband audible
acoustic signals can be used to distinguish between posi-
tions of a mobile robot in a silent, static, indoor environ-
ment, so that this information can be used for navigation
tasks such as finding a certain room or area in a building.
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2. Background and approach

 

Until today, audible acoustics are not used for discrimina-
tion of rooms or navigation of mobile robots. Roy et al
mention in [17] the use of audible acoustics for navigation
in mobile robotics, but only to distinguish between floor
types to estimate the dead-reckoning error. Presently, there
exists no report on any artificial system capable of discrim-
inating rooms based on acoustics. In general, there is a lack
of theory about the information content of broadband
acoustic signals for room discrimination. Classical room
acoustics ([5], [12], [19]) does provide some relevant fac-
tors such as reverberation time and clarity or, on a more
general level, the impulse response. Still, it fails to present
a metric by which these factors could be compared. Speech
recognition research provides methods for quantifying dif-
ferences of acoustic signals ([1], [13]), but they are highly
specialized on speech and not applicable to room acoustics.
Other research areas such as ‘Auditory Scene Analysis’
([3], [4], [6], [7]) or ‘Virtual Acoustics’ ([2]) do provide
interesting methods for the analysis of broadband signals of
room acoustics, but also do not address the aspect of 

 

dis-
crimination

 

 of acoustic signals. For the psychological
research area, the corresponding general picture is summa-
rized in [20], including the statement that at present, no
empirical results are available on the question, exactly
which features of acoustic signals enable the discrimina-
tion of surroundings.

On the other hand, there do exist a number of descriptive
publications which show that humans have astounding
abilities in differentiating their relative position to walls
and sensing the existence of even small objects like metal
discs not bigger than a plate, solely based on acoustic infor-
mation. ([16], [21]) These results, together with everyday
experience from the blind, suggest that in general, it is pos-
sible to discriminate between rooms as mentioned in the
above hypothesis. The questions are

• how to decide if a developed artificial system confirms 
the hypothesis given, and

• which representation model of the acoustic informa-
tion, and which metric over the representations provide 
a sufficient basis for room discrimination.

The approach taken to answer these questions is experi-
mental by nature. In the next section, a suitable real world
experiment is developed which will serve as a test for a sys-
tem according to the given hypothesis. Section 4 will intro-
duce a first attempt towards a representation and metric for
discrimination of room acoustics, which is then tested
according to the given experiment. 

 

3. Measuring performance: An exper-

 

imental test

 

Consider the following experimental setup as a test to ver-
ify, whether or not a system confirms the given hypothesis.
A major aspect while designing this experiment, is to keep
it close to real world applications. As there is currently no
theory on which to rely on when estimating the quality of
results, this ‘real world view’ needs to be taken in order to
develop a reasonable test condition. This aspect will be
referred to repeatedly in the following descriptions.

 

The environment

 

Figure 1 shows a typical office environment, with rooms of
different size and shape but similar furnishings, an empty
hallway and an empty staircase. The environment is kept
static throughout the experiment. Only the shaded area is
used. All unused doors as well as the automatic door
between the hallway and the staircase are kept closed.
There exist no sound sources, the background noise level is
47 dB and is independent of position. No further prepara-
tion of the environment is done according to the experi-
ment, so real world conditions are met.

 

The mobile robot

 

A B14 robot from RWI Inc. is used (we call it Lisa),
equipped with a double Pentium Linux computer
(200MHz), 64 MB RAM, a standard 16-bit sound card, and
an omnidirectional microphone (Sony ECM-T140)
mounted on top of the robot. No specialized sound system
is used for the experiment. Three fans and a hard drive
inside Lisa produce a constant noise level of about 58 dB at
the position of the microphone. This rather high noise level
represents a major factor in the design of the experiment, as
it represents the fact that no real world application for
acoustic systems can guarantee a noise free environment.
The above mentioned noise level is considered a ‘worst
case’ situation, and any system showing acceptable results
under this condition is expected to work sufficiently when
lower noise levels are given.

By employing its laser range finder, the B14 robot is capa-
ble of exploring the test environment autonomously. But, as
the focus of this paper is on the processing of sound signals,
Lisa’s motion is controlled by an operator using a joystick.
The position of the operator remains constant with respect
to the robot throughout the experiment. This setup is con-
sidered realistic with respect to possible applications like
exploring the test environment autonomously and hereinaf-



 

ter estimating the position of the robot with respect to the
typical large scale division of buildings used by humans,
namely rooms, hallway and staircase.

In addition to the robot itself, a sound system consisting of
a laptop computer and an active loudspeaker (Bose ‘Room-
Mate II’) is used to excite the environment acoustically.
The signal used is a 10 ms frequency sweep from 1 KHz to
10 KHz, received at the position of Lisa’s microphone with
a maximum level of 76 dB. The position of the loudspeaker
was held constant with respect to the robot.

 

The procedure

 

For the main experiment, only the rooms and the hallway,
without the staircase and bathroom, are used. Section 5
describes additional tests done in the staircase and hallway.
Lisa is steered through the test environment six times,
thereby stopping and emitting a sweep signal at least every
two meters of travelling distance. The starting point for all
runs is the end of the hallway in front of room number 227.
(Position 

 

X

 

1

 

) For each run, a path is chosen that leads
through all rooms and ends in front of the automatic door
at the other end of the hallway. (Position 

 

X

 

8

 

) No two
recording positions across all runs are closer to each other
than 10 cm. (All positions are marked by small circles in
figure 1.) This way, autonomous exploration of the environ-
ment is simulated in a realistic manner. When an onset of a
sweep signal occurs, the following 400 ms of recordings
through Lisa’s microphone are saved. For each of the six
runs, a path is taken so that for every marked position (the
circled crosses in figure 1), one of the saved recordings
takes place in the circle surrounding that mark. This last
condition for the experiment is somewhat unrealistic for
free explorative motion, but it is necessary to enable a clear
definition for when the given hypothesis is confirmed by
the experiment.

The result of this procedure is a set of 210 recordings
 with  the run number,

the recording number,  the position of the
recording, and  the recorded signal. A confirmation of
the hypothesis is given, if the following conditions can be
met by a clustering of the set of recordings solely based on
the :

• All recordings made in the circled area around one 
marked position are members of the same cluster.

• Recordings made in the circled area around different 
marked positions are members of different clusters.

At the optimum, the clustering should produce at least 8
disjunctive clusters, each of them including exactly all
recordings made near one of the 8 marked positions.

 

Figure 1:   

 

The environment for the experimental test. The
staircase and bathroom are not used in the main experiment.
Total area: 14m 

 

×

 

 33m. Width of the hallway: 2m. Height of the
ceiling: 3.25m in rooms, 2.51m in the hallway and 3.35m in the
staircase and bathroom. The circled crosses (named 

 

X

 

1

 

 - 

 

X

 

8

 

)
mark the positions to be discriminated from one another.
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The choice of positions which should be distinguishable is
of course somewhat arbitrary. There is no objective mea-
sure as to which positions should generally be distinguish-
able for the given environment. The settings made here fol-
low the overall guideline of the experiment, namely to keep
it as close as possible to real world applications. A discrim-
ination of the marked positions provides information about
which room or which region of the building the robot is in,
following the notion of humans for the large scale division
of buildings.

 

4. A representation and metric

 

Although there do not exist direct approaches towards the
discrimination of rooms based on acoustics, several
research areas provide starting points for a representation
that seems suitable for defining a metric on them. The
methods used in this work are taken from basic signal pro-
cessing theory ([10], [14], [22]), speech recognition
research ([1], [18]) and psychological research on the fea-
tures of human listening ([9], [15], [23]).

Let  :   be a
discretely sampled time series representing a 400 ms 16-bit
recording (with 44.1 KHz sampling rate) of the room ech-
oes produced through a sweep as defined in the experiment.
The onset of the sweep is at .

 

Moving to the frequency domain

 

The representation for the acoustics of the surrounding is
calculated in the following way. Let

with

,  the frequency in Hz

(  the sampling interval) and

 a normative constant per 

be the 

 

periodogram

 

 of the short-time Fourier transform of
 at time , based on a windowed T-point Fourier trans-

form.

 

1

 

 Let the window function be

 for 

which is the discrete Hanning window.  is calculated for
values of  with a shift of , resulting in a matrix of size

containing positive real values. With  and
, this results in a 513 

 

×

 

 552 - matrix  which
will serve as the basis for the signal representation. The res-
olution provided in the matrix for the acoustic signal is
0.726 ms in the time range and 43.07 Hz in the frequency
range.

 

Modifications according to psychoacoustics

 

For noise reduction and data compression, the signal repre-
sentation is modified using heuristics in compliance with
well established psychoacoustic research results. The num-
ber of frequency values is reduced by summing up values
according to the Bark scale. (described in [15]) A similar
procedure which is explicitly used for sampled data can be
found in the psychoacoustic model 1 of the MPEG standard
as described in [11]. Thereby, all frequencies whose per-
ception through humans influence the perception of a cer-
tain center frequency are grouped together. When all 513
frequency values are grouped this way without overlapping
and following the MPEG specification, it results in 26 val-
ues for each time step.

Next, all values are moved to the dB-scale, and absolute
minimum perception thresholds are applied as specified in
[11]. The result is a matrix  with

 

(corresponds to 43 Hz or 0.425 Bark)

… (continued approx. according to the Bark scale)

(corresponds to 345 - 431 Hz or 3.3 - 4.1 Bark)

… (continued approx. according to the Bark scale)

(corresponds to 15547 - 19983 Hz or 24 - 24.6 Bark)

 

Overall, what is basically done is to move to the frequency
domain, explicitly represent time and reduce the amount of
data in a reasonable way according to the human perception
of acoustic signals.

 

1. 

 

For the calculation, be  for .
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The metric

Here, we take a very straight first approach, as there is only
little known on how to compare acoustic room signals. One
of the most widely used family of metrics in acoustics
research is based on the L2-norm. The analogous definition
for the described representation is

This corresponds to evaluating the difference of  and 
according to distribution of signal energy over frequency
and time.

First results within the test experiment specified in section
3 for this model and metric showed that the noise level was
too high as to get a reasonable amount of information from
the distance values. There are many ways to cope with this
problem, some of which will be discussed at the end of this
article. A very simple method is to reduce the dimensions
of the models by summing up values. A metric definition
that accomplishes just that is

What is done here, is to reduce the matrix to two vectors,
one representing the distribution of signal energy over time
and the other over frequency. Model instantiations are com-
pared within each vector type via L2-norm and a weighted
distance of the results is taken as the overall distance of the
model instantiations. The weights are chosen according to
the given problem and represent in how far one wants to
give priority to frequency changes or to changes in time
structure of the recorded signals. For our experiments, we
chose  = 1 and  = 0.01.

5. Experimental results

Experimental results consist of a clustering of the record-
ings . Obviously, research in data analysis should be
able to contribute to the problem in question. Still, we
chose to focus only on the acoustic signal modeling and
metric to keep the interpretation of results manageable. To
ensure that we are not observing new features of some clus-
tering method but mainly the characteristics of the chosen
model and metric for acoustic signals, a well known, uni-
versal clustering algorithm is used, following [8]. We chose

the hierarchical clustering with ‘group average link’ as a
standard procedure with overall good performance. This
algorithm requires first collecting all recordings and then
clustering them all together. In light of the requirement of
staying close to real world applications, this procedure
alone for all six runs is not a realistic line of proceeding.
Therefore, only three runs are clustered this way, thereby
simulating an ‘exploration and calibration phase’. The only
parameter in this procedure is the final number of clusters
to be built, representing the accuracy with which we would
like to discriminate positions in the environment. The
emerging clusters are arbitrarily labeled by the operator.
The remaining three runs are then added to the cluster
structure on a one by one basis, thereby enabling an imme-
diate response of the system as to which cluster (with its
label) matches best the recording just observed.

In the following, we present a typical result of the experi-
ment which has been reproduced using any order of the six
runs for clustering. Here, the number of clusters to be built
in the hierarchical clustering was set to 13, as any higher
number of clusters produced higher error rates without
improvement according to classification of recordings, and
a lower number of clusters resulted in simple merging of
the cluster structure reported on in the following.

• The position X8 could be discriminated from any other 
position in the environment with an error rate of 0%.

This result represents a complete confirmation of the given
hypothesis for the position viewed. For all other to be dis-
tinguished positions, the classifications had certain error
rates that are reported in the following.

• Position X1 could be distinguished from all other 
marked positions, but not from all positions in the 
experiment. The corresponding cluster also contained 
numerous recordings made throughout the hallway.

• Positions X2, X3, X4, and X5 could not be distin-
guished. All Recordings from the rooms 219, 223, and 
227 were clustered together with high stability. 
Recordings from room 228 were either clustered 
together with these rooms or with recordings from the 
hallway.

• Position X6 could be distinguished from all other 
marked positions with a classification error in two 
recordings. The corresponding cluster also contained 
numerous recordings made throughout the hallway.

• Position X7 could be distinguished from all other 
marked positions with a classification error in one 
recording, which belonged to the cluster of X6. The 
cluster of X7 only contained recordings made in the 
anteroom of 220/222.
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Taking a more broad view on the result of the clustering,
the following labels could be matched by the recordings
contained in a cluster with the error rates reported.

• The hallway could be discriminated from any other 
parts of the environment with an error rate of 5.24% 
(11 of 210 recordings were misclassified when choos-
ing cluster labels accordingly.)

• ‘Position X8’ (1 cluster), error rate 0% (0 of 6 record-
ings misclassified)

• ‘Anteroom of 220/222’ (1 cluster), error rate 6.7% (1 
of 15 recordings misclassified)

• ‘Middle part of hallway + approach coming from 
rooms’ (1 cluster), error rate 9.5% (6 of 63 recordings 
misclassified)

• ‘Room 219, 223, 227 + approach coming from the 
hallway’ (3 clusters), error rate 14.6% (6 of 41 record-
ings misclassified)

• ‘Hallway at 227/225 and between 213 and 217 + 
approach coming from rooms’ (3 clusters), error rate 
19.0% (12 of 63 recordings misclassified)

Considering the last five examples mentioned, if the
remaining 22 recordings are considered misclassified, this
results in an overall error rate of 22.38% within the classi-
fication given by the cluster labels.

Extension of the experiment

The environment used in the experiment is considered dif-
ficult for position discrimination, as differences of rooms in
size and shape are small and building materials provide
damping of acoustic signals for the sake of a quiet working
environment for the employees. Especially, rooms 219,
223, and 227 could not be distinguished by the model and
metric in use. In order to check the performance of the
given system in a probably ‘easier’ environment, the exper-
iment is expanded to the hallway and the bathroom of the
same floor. The new recording positions are shown in figure
1, together with three to be distinguished positions, marked
by circled crosses.

Results show that recordings made at positions X9, X10,
and X11 could easily be discriminated from each other as
well as from recordings made at X8, thereby confirming the
hypothesis in question for the given environment. Distance
values between recordings made at one position are compa-
rable to those observed in the main experiment, whereas
distance values between recordings made at different posi-
tions are larger by a multiplication factor of up to 10.

6. Discussion

The results presented in this article show that it is possible
to build an artificial acoustic system capable of distinguish-
ing positions of a mobile robot in a silent, static, indoor
environment. Several factors can be identified that play a
role in forming these results.

• The test environment can be considered difficult for a 
sound discrimination task, as differences between 
rooms are minor. The extension of the experiment, 
using the staircase and bathroom, shows that depend-
ing on the environment, even with high noise levels, 
the simple approach taken can provide useful informa-
tion for navigation.

• The model, metric and clustering are made up of basic 
methods. This leaves plenty of room for further refine-
ment in all respects.

• Besides the structure of the environment and the char-
acteristics of the model and metric, a major factor for 
the error rates reported is indeed the noise level. Figure 
2 gives an idea of the signal-to-noise ratio and the col-
orfulness of the noise that had to be handled. Many 
applications will have much lower noise levels, so per-
formance will in general be at least as good as in the 
experiment described.

As previously mentioned, there are several ways to cope
with the problem of high noise levels and bad signal-to-
noise ratios. The approach taken in this work is very simple
in nature. Other simple methods require restrictions on the
characteristics of the noise which in general seem to be
unrealistic to the author, as for example requiring certain
statistical properties. A more sophisticated and well studied
method would be to implement an optimal filter, based on
an estimation of the frequency spectrum of the noise and
knowledge about the test signal used. ([10], [14], [22]) The
problem with this approach is that, for the application sce-
nario in question it is not possible to estimate the frequency
spectrum of the noise at the same time as the recording of
the test signal is done. This is because the test signal will
dominate recordings at this time made at any place in the
surrounding. So the estimation of the noise spectrum has to
be based on some other time interval, loosing the possibil-
ity of directly implementing an optimal filter as suggested
in most signal processing literature. These approaches
assume that the corrupted signal is formed by adding the
estimated frequency spectra of the noise and signal, which
requires a correct estimation not only in amplitude but also
in the phase shift of the noise and signal in question. As
long as one does not require the noise in the application to
meet certain constraints apart from not exceeding some



energy level, knowledge about the phase of the noise at the
time of the signal recording is necessary to implement an
optimal filter.

A different, and also very simple way of handling noise
would be to do several signal recordings at the same posi-
tion and average the values of their time-frequency-repre-
sentations. The practicability of this method depends on the
characteristics of the application viewed and could very
well have been used in the experiment described in this arti-
cle. This approach might be tested in future experiments.

Overall, the work described in this article suggests that fur-
ther investigation in the topic of room discrimination based
on broadband acoustics can provide a substantial gain in
performance for navigation systems, depending on the
characteristics of the application in question.
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